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Agenda

1 Introduction, meeting objectives and review of previous actions - Claire Newton, NESO
2 Introduction of a new industry protocol in Operating Code 6 of the Grid Code - Rebecca Scott / John Zammit-Haber , NESO
3 Introduction of contacts for Network Access Planning into the Compliance Process and Compliance Repeat Plan — Rhiannon Whitty, NESO

Analysis of system incidents and losses of load or generation on transmission and/or distribution networks throughout the GB power system -
Sabiha Farzana, Statkraft

5 AOB and Meeting Close Claire Newton, NESO

National Energy s
System Operator



GCDF — Objectives and Expectations - .

Objective

Develop ideas, understand impacts to industry and modification content discussion, in relation to Grid
Code related issues.

Anyone can bring an agenda item (not just the NESO!)

Expectations

Explain acronyms and context of the update or change

Be respectful of each other’s opinions and polite when providing feedback and asking questions
Contribute to the discussion

Language and Conduct to be consistent with the values of equality and diversity

Keep to agreed scope

The Forum will be recorded and made available on the GCDF webpage along with summary notes.
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Review of Previous Actions
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Demand Control Rotation Protocol
(DCRP)

The Demand Control Rotation Protocol (DCRP) was created in 2023 in
response to recent geopolitical changes in the global energy sector. For
the Winter period 2024/25, we formalised DCRP procedures with DNOs.
The final protocol was signed off by industry (ETG) and circulated in
October 2024 after five periods of review during 2024.

DCRP has been created, as reasonably practicable, using current

obligations under OC6.5.3. However, OC6.5.3 does not fully cover what

the protocol endeavours to achieve as it limits the flexibility of when it

can be used and does nhot accurately represent how DCRP would be

used in practice. '
We have agreed with industry (ETG) to raise a modification to Operating

Code 6 that considers the Demand Control Rotation Protocol (DCRP) as

a stand-alone tool. -

We are looking for endorsement from the Grid Code Development

Panel on the proposed modification.

Resilience and Emergency Management



Our Proposal

Create a new section
(OC6.9) to reflect DCRP.

Amend OCG6.5.6 to
accommodate DCRP (or
remove if 0C6.5.6
becomes superfluous).

0C6.9 - Considerations

« How DCRP will be instructed
* Reprieve for DNOs from other incentivised obligations

« Ownership of DCRP — Does NESO host the protocol and produce
updates in consultation with industry?

Grid Code Associated Documents

For national security reasons, we will be unable to publish the
complete version of DCRP into the public domain. We will be able to
provide a summary of what the protocol does for the Grid Code
Associated Documents.
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Thank you.

= Resilience & Emergency
&/') Management
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Grid Code Modification Proposal

Introduction of contacts for Network Access Planning into the Compliance
Process and Compliance Repeat Plan.

NESO
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Issue

NESO Network Access Planning (NAP) require confirmation of Generator and
Interconnector planning contacts to allow them to share impact assessments for network

outages.

There is currently no requirements under the Compliance Process or Compliance Repeat
Plan for Users or OTSUA Users to provide planning contacts prior to connection or following
a staff changes or a change in ownership.

This makes planning network outages difficult as essential third-party agreement cannot
lbe obtained.

National Energy
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Proposed solution

A minor addition to Grid Code to bring this requirement into the Compliance Process
(cc/Ecc.5.2.1) and the Compliance Repeat Plan (CP/ECP.8.2)

Draft Legal Text

cc/ecc.5.2.1 (n) a list of User contact details for outage and network planning, which shall
be updated by the User as needed.

CP/ECP.8.2 (c) a list of User contact details for outage and network planning, which shall
be updated by the User as needed.

National Energy
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Impact

The modification is expected to have a positive impact on
NESO Network Access Planning by improving efficiency

2. Generators by improving their visibility of transmission outages and their expected
impact

3. NESO's compliance with Special Licence Condition 2.5 [ the TO’s Network Access Policy
which requires NESO to have a key role in liaising with impacted stakeholders and to
share formal outage notifications with them.

No negative impacts have been identified.

We are proposing that this is raised as a self-governance modification that will proceed
directly to Code Administrator Consultation

National Energy
System Operator
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Analysis of system
incidents and losses of
load or generation on
transmission and/or
distribution networks
throughout the GB power
system.
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Aims of this Presentation

Reports are available for industry and the Grid Code Panel to monitor the effectiveness of
technical requirements in the Grid Code and Distribution Code — GC105 and GC151 which
are published on the NESO website. However, no evidence seen that NESO has considered
or reviewed this data.

The need to analyse these vast amount of data & understand the trend is discussed here.

Recommend possible future changes to the Grid Code to enhance the effectiveness of the
data that is currently produced in relation to incident reporting.

-'-"9 Statkraft



Background

Report of the National Grid Investigation into the
Frequency Deviation and Automatic Demand Disconnection

that occurred on the 27" May 2008

Issued: February 2009

Froquoncy (Hz)

0.2

Frequency Deviation following exceptional generation loss (1933MW)
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Loee of S4EMW of demand,
(tokaling 27EMWH)

nder the auspices of the GB Grid
Code Review Panel, a reporting
procedure was established in 1997
where the DNOs are required to provide
National Grid with information on
embedded generation that may have
tripped in the event of a significant
incident on the GB transmission system
including generation trips causing large
frequency deviations.

1. Grid Code established this reporting
procedure, but it wasn’'t encoded in
the grid code system.

2. Grid Code modification raised in Oct
2017.

3. GC105 & GC151 established in
June 2020.
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GCRP January 2016 pp16/19
NEW INCIDENTS

= linc Time| Dow | ToD | Loss |Generation '(‘°°°', s"'"':"" Fl Residual H “m'“‘"" .o Event

— W) | Lost awy | IS Equivalent () .

24Dec 2012 | 01:12 | Tue | Night | -5 : 013 | so00s 0.100 20137 4073 ";:1:""* T Py Sl i sl Gt g

24Dec 2013 | 03:32 | Tue | Night | -825 - -0.145 50.11 0.198 25248 4079 JFA Bipole 1 co-incident with Dung-Sell 2 trip

25 Jan 2014 | 08:06 Sat Day | -1000 - -0.087 50 2880 33716 40688 |FA-Bipole 2

20 Mar 2014 | 23:06 | Thu | Night 500 5026 Dinorwig 1 & 6 tripped while in pumping mode
[Shutdown of Northwest SHE 1L group; 1000MW lost generation

16 Apr2014 | 20:35 | Wed | Eve -800 4067 [(S00mW wind, 250MW hydro, 100MW Glendoe, 150MW Foyers 1)
land 200MW lost demand

27 Apr 2014 11:37 | Sun | Day | -1000 - -0.104 4008 1.773 32046 4057 |FA Bipole 2 followed by Dungeness 2 (545MW) at 11:38

01May2014 | 0052 | Thu | Day | -1280 4958  |AIl 4 Staythorpe units

08 May2014 | 18:17 | Thu | Eve | -1000 : 4083  JFA Bipole 2

180ct2014 | 0o:08 | Thu | Day | -1000 ; 0081 | 4002 1434 39783 4056  |FABipole 2

09 Jan 2015 15:56 Fr Day -830 407 ISpalding North

_ i |Dinorwig moving to Spin Pump later than expected, frequency trace

13Jen 2015 | 0231 Tue | Nght | -205 408 suggests some other events may have followed this

05 Jun 2015 1455 Fri Day -850 - 0077 4008 32868 31471 4068 |FA Bipole 2

21 Jul 2015 15:28 | Tue Day -748 4006 |FA Bipole 2

08 Aug 2015 | 08:21 | Thu | Night | -1000 : 0102 | s002 3.220 24528 4080  |FABipole 2

11 Nov 2015 | 01:54 | Wed | Night | -8@1 - .18 50 2921 22727 4886 |FA Bipole
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What we do

Home [ Industry information /

Power Available

System Performance Reports

Balancing services performance
monitaring report

Data finder and explorer
Farecast volumes and costs

GB Electricity Systerm Operator
Daily Reports

£\

Industry data and reports !

Search -]

Energy 101 Industry information MNews and events Publications Energy outages Careers About

System Performance Reports

Data Portal

[ Add to favourites

. System Performance Reports

AL NESC, we're committed to being transparant and sharing information with our partnars in the
enargy industry.

on this page, you will find reports that NESO publishes as required for:

= GB Mational electricity transmission system performance as required by
Transmission Licence Standard Condition C17 Transmission System Security Standard and
Quality of Service,

= Reports for industry and the Grid Code Panel to moniter the effectiveness of technical

> reguiremeants in the Grid Code and Distribution Code - GC105 and GCIS]1

= UK Statutory Instrurment — Electricity Network Codes and Guidelines (Markets and Trading)
[Amendment) (EU Exit) Regulations — Article 15 and 16,
UK Statutory Instrurmant — The Electricity and Gas (Internal Markets and Network Codes)
[Armendment) (EU Exit) Regulations — Clean Energy Package Article 13.

Jysiein

Frequency (Refer

#a rhaarl

Pre-Event

Frequency (Hz)

Post-Event
Frequency (Hz)

RoCoF (Hz/s)

D E F L] H |
Maximum/Mini
System System /
System frequency mum rate of . .
. frequency frequency System inertia
Date and time of |trace (1-second | ) . _ change of .
L . immediately immediately at the time of
the incident interval) for the frequency -
L before the after the the incident
incident . . (RoCoF) of the
incident incident S
incident

System Inertia
(GVAs)

Where known, MW

trip/loss of all generation/
interconnection related to

Where known, MW trip/loss of
all Embedded Generation(EG)
related to the incident

EG (MW)

3 20240702-1  Trip of IFA2 02/07/2024 07:06:00 20240702-1 43.90 45.68 -0.164 155
4 20240705-1  Trip of STAY-2 05/07/2024 17:06:00 20240705-1 50.06 43.87 -0.076 184
5 10240706-1  Loss of Supply at Slenniston 33kv substabion | 06/07/2024 17:47:00 20240705-1 128
6 202407171  Trip of PEMB-11 17/07/2024 00:32:40 20240717-1 4593 49.82 -0.029 131
7 20240722-1  Trip of DRAKN-4 22 072024 17:24:00 20240722-] 3002 45.81 -0.088 197
& 20240723-1  Trip of DAMC-1 23/07/2024 17:27:00 20240723-1 50.02 49.89 -0.045 206

the incident
Generation/Interconnectio
n (MW)

IF42 992.35
STaY-2 396.08
PEME-11 436.80
DRAKX-1 G641.48
DAMC-1 244,49
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Monthly Analysis of No. of Trips from 2018-2023

-IIIII
Jan
Jul

Feb Mar Apr May Jun

m2018 m2019 m2020 w2021 m2022 m2023

Aug Sep Oct Nowv Dec

m2018 =2019 w2020 =2021 w2022 =m2023
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No. of Trips Analysis in Quarterly Basis
(Jan 2018- Dec 2023)

2019 2020 2021 2022
w 1st Quarterly w2nd Quarterly m3rd Quarterly m4th Quarterly

2023

-—

Statkraft



What’s causing the trips?

Interconnector CCGT Wind Coal Other Biomass Nuclear PS
Total No. of Trips 81 136 4 4 26 22 11 5
2022 2023
16
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minterconnector m CCGT mWIND  COAL mOTHER m Biomass mNuclear BPS 2024  Interconnector ® CCGT mWind mOther -~ Coal ®Biomass mNuclear mPS

Other-Transmission/network losses
like loss of supply at substations, low
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frequency deviation, demand loss,
busbar & circuit trips.

H Interconnector CCGT Wind mOther Coal mBiomass #®Nuclear mPS



Total No. of Trips
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Analysis of months with maximum number of trips

No. of Trips in Aug 2020 No. of Trips in May 2022
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No. of Trips Analysis against the Days of the Week
(Jan 2022- May 2024)

MONDAY TUESDAY WEDNESDAY THURSDAY FRIDAY SATURDAY SUNDAY

m Interconnector mCCGT mWind m Other Coal mBiomass mNuclear »PS

@ Statkraft



No. of Trips Analysis against the Time of the Day
(Jan 2022- May 2024)
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Sli.do code #OTF

09

generation trip / deloading during

DNOs reported embedded
the event (260MW)

A large unit responded but

tripped at ~440MW

[13:10:00.310]

50
499

Analysing the 2294 Dec 2023 event at 13

49.7

[13:11:02.240]

Fregquency dropped below
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Frequency
Trace of

ESO National Control instructed two fast acting

units initially and two further rapid units and in

total it delivered ~900MW.

49.3

[ —————
]

T

Frequency reached 49.266Hz

[13:10:09.274]
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* Note: the graph is based on currently available data

Z) statkraft
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Comparison between NGESO frequency & Keith frequency
during the incident

Frequency (Hz)
e e
© ©
E- o

493

492

491

49
13:09:42 13:09:59 13:10:16 13:10:34 13:10:51 13:11:08 13:11:25 13:11:43 13:12:00
Time (hh:mm:ss)

s NGESQO s Keith

NESO, Keith & MODO Analysis.xlsx
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RoCoF calculation in 2 ways

Using Equation & values from NESO website Using data from graph

F2—F1 (in Hz)

RoCo F_P(Ioss of generation in MW)XFi(initial frequency in Hz) RoCoF= T7-T1 G 5)

2Eo(Inertia in MWs)

* RoCoF of Interconnector trip = 1;:3;?;‘:?2;?]2;?52 =-0.102 Hz/s

* RoCoF of the Interconnector trip = % = —0.155Hz/s .
* RoCoF of the CDCL unit trip = 55555—309=5 = -0.051 Hz/s

* ROCOF of the CDCL unit trip = s—rer—rss = —0.068 Hz/s

+ ROCOF of the HVDC link trip = Torose—tamor—= —0.066 Hz/s

260x49.564

* RoCoF of the HVDC link trip = s5zr5555 = —0.04 Hz/s

Comparison between the theoretical & graphical RoCoF values
* Ratio(Interconnector)= (155-102)/102= 52%P> Theoretical RoCoF is 52% higher than graphical value.
* Ratio(CDCL unit)= (68-51)/51= 33% P> Theoretical RoCoF is 22% higher than graphical value.
* Ratio(HVDC link)= (66-4)/66= 94% P Graphical RoCoF is 94% higher than theoretical value.

ESOsTransparency Forum 24-01-17vFinal.pdf Inertia.csv NGESO, Keith & MODO Analysis.xIsx =) Statkraft




Understanding the power loss for the HVDC Link incident

Applying these ratios to 3™ incident (HVDC Link) means the ROCOF could be:
i. 0.066*1.52=0.100
ii. 0.066%1.33=0.088

Based on these ROCOFs what would the MW loss have been?

i. For0.100 Hz/s

RoCoF x2Eo(Inertia in MWs)
Fi(initial frequency in Hz)

=(0.1*2*161*1000)/49.564 = 649 MW

P (loss of generation in MW )=

i. For 0.088 Hz/s

RoCoF x2Eo(Inertia in MWs)
Fi(initial frequency in Hz)

P (loss of generation in MW )=
=(0.088*2*161*1000)/49.564 = 571 MW



Analysing the 22"d Dec 2023 event at 13:09

Sli.do code #OTF

50
DMNOs reported embedded

1000 MW Loss e e e | 4 Calculated Loss ~600MW

/'

An interconnector
49.8 tripped from
1000MW import to

499

440 MW loss

A large unit responded but

GEB
[13:09:51.617] }’1'3991%“ D:t-;:;;mw
49.7
Freque dr ed below
Annotated foeguency dropp
3.6 [13:10:02.962]
Frequency
f Caithness — Moray
HVDC link tripped
Trace o | ek
the Events
Additional loss?
49.4
49.3
> ] e e e
H un g an: ra un a n
Eﬁzﬁchdﬂlmz - total it delivered ~S00MW.
49.2
EERSE33S88E5FE8ESREREFSSEEICRE8SGRSRSSERESRAREICFEEIRRE
SER eSS FISEREREc2EE8C 2802285308 FYE s iR EEE0 SR ANERRRTISEE AR
B = = = =~ = = = = — i — i — I — I — e — I — R — = — O — I — L — I — I — T T T T T T s T e T s

* Note: the graph is based on currently available data

2) statkraft
ESO Transparency Forum 24-01-17vFinal.pdf




Possible future changes to the grid code relating to this
data / part of the grid code

1. Improving the reporting time e.g. from 3 months to 1 month or 1 week.

Advantage- it would be easier to access data from other parties soon after
the event than 3 months later.

2. Getting more granular data at a higher sampling rate (ie. faster than
0.5s) to analyse events more effectively.

3. Getting data from different locations in GB to better see any regional
variations.

Z) statkraft



_-The proposer would welcome comments
suggestlons feedback or any |mprovements

Sabiha Farzana o | |
Grid Stability Analyst Intern Statkraft UK |
Sabiha. Farzana@statkraft com |

19



Public

32

B

National Energy s
System Operator



	Slide 1: Grid Code Development Forum
	Slide 2: Agenda
	Slide 3: GCDF – Objectives and Expectations
	Slide 4: Review of Previous Actions
	Slide 5
	Slide 6
	Slide 7: Our Proposal
	Slide 8
	Slide 9: Grid Code Modification Proposal
	Slide 10: Issue
	Slide 11: Proposed solution
	Slide 12: Impact
	Slide 13
	Slide 14
	Slide 15
	Slide 16
	Slide 17
	Slide 18
	Slide 19
	Slide 20
	Slide 21
	Slide 22
	Slide 23
	Slide 24
	Slide 25
	Slide 26
	Slide 27
	Slide 28
	Slide 29
	Slide 30
	Slide 31
	Slide 32: Thank You

